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INTRODUCTION

Natural hazards are severe events that pose a threat to the sustainment and 
survival of our society. Every year extreme weather and climate events, such 
as typhoons, floods, tornadoes, hurricanes, volcanic eruptions, earthquakes, 
heat waves, droughts, or landslides, claim thousands of lives, cause billions of 
dollars of damage to property (Smith and Matthews, 2015) and severely 
impact the environment worldwide (Velev and Zlateva, 2012). Natural haz-
ards become disasters when they cause extensive damage, casualties, and 
disruption (Vasilescu et al., 2008). Disasters have been increasing in both 
frequency and severity in the 21st century because of climate change, 
increasing population, and reliance on aging infrastructure. Recently, major 
events have caused havoc around the world, such as the 2015 earthquakes in 
Nepal, the 2015 heat wave in India, the 2011 tsunami in Japan, the 2010 
earthquake in Haiti, and the extremely cold winter of 2014/2015 in the 
United States and in Europe.

Most disasters occur rapidly with little or no warning, and therefore are 
often extremely difficult to predict. However, effective actions and manage-
ment strategies can mitigate the potential effects. For several decades, emer-
gency managers and disaster researchers have typically relied on a four-phase 
categorization (mitigation, preparedness, response, and recovery) to under-
stand and manage disasters (Neal, 1997; Warfield, 2008):
 •  Mitigation: Concerns the long-term measures or activities to prevent 

future disasters or minimize their effects. Examples include any action 
that prevents a disaster, reduces the chance of a disaster happening, or 

Author's personal copy



Cloud Computing in Ocean and Atmospheric Sciences298

Cloud Computing in Ocean and Atmospheric Sciences, First Edition, 2016, 297-324

reduces the damaging effects of a disaster, e.g., building levies, elevating 
a building for a potential hurricane, or public education.

 •  Preparedness: Plans how to respond a disaster. Examples include devel-
oping preparedness plans, providing emergency exercises/training, and 
deploying early warning systems.

 •  Response: Minimizes the hazards created by a disaster. Examples include 
search and rescue, and emergency relief.

 •  Recovery: Restores the community to normal. Typical activities during 
this phase include providing temporary housing, grants, and medical care.
The four disaster management phases do not always, or even generally, 

occur in isolation or in this precise order. Often phases of the cycle overlap 
and the length of each phase greatly depends on the severity of the disaster 
( Warfield, 2008). However, the four-phase categorization serves as a time 
reference for practitioners to predict challenges and damage, prioritize 
functions, and streamline activities during the course of disaster manage-
ment (U.S. Department of Education, 2010; FEMA, 1998). It also provides 
a common framework for researchers to organize, compare, and share their 
research findings.

When natural hazards occur, disaster management and coordination rely 
on the availability of timely actionable information. Crucial information 
includes an assessment of damage and available resources that can be used for 
planning evacuation and rescue operations to minimize the losses and save 
lives. This information augments our understanding of the overall disaster 
situation, and facilitates the decision-making toward a better response strategy. 
Such information is referred as “situational awareness,” i.e., an individually as 
well as socially cognitive state of understanding “the big picture” during criti-
cal situations (Vieweg et al., 2010). However, such information is difficult to 
obtain because of limitations in data acquisition and techniques in processing 
the data efficiently in near real time. Additionally, such information may not 
be effectively disseminated through traditional media channels.

Because of the massive popularity of social media networks and their 
real-time production of data, these new streams offer new opportunities 
during emergencies. Social media data are increasingly used during crises. A 
Red Cross survey in 2012 indicated that 18% of adults, if a call to 911 was 
unsuccessful, would next turn to social media, whereas 76% expected help 
to arrive within 3 h of posting their need to social sites (American Red 
Cross, 2012). Social media networks have even become widely used as an 
intelligent “geo-sensor” network to detect and monitor extreme events or 
disasters such as earthquakes (Sutton, 2010). The fundamental premise is 
that human actors in a connected environment, when augmented with 
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ubiquitous mechanical sensory systems, can form the most intelligent sen-
sor web (Sheth et al., 2008). Such intelligent sensor webs have the most 
realistic implications for operations such as disaster, in which information is 
the most valuable and hard to obtain asset (Verma et al., 2011; Vieweg et al., 
2010). Additionally, it has been widely acknowledged that Humanitarian 
Aid and Disaster Relief (HA/DR) responders can gain valuable insights 
and situational awareness by monitoring social media-based feeds from 
which tactical, actionable data can be mined from text (Ashktorab et al., 
2014; Gao et al., 2011; Huang and Xiao, 2015; Imran et al., 2013; Kumar 
et al., 2011).

Faced with real-time social media streams from a multitude of channels 
during emergencies, identifying authoritative sources and extracting critical, 
validated messages information for the public could be quite challenging in 
a time of crisis. The volume, velocity, and variety of accumulated social media 
data produce the most compelling demands for computing technologies 
from big data management to technology infrastructure (Huang and Xu, 
2014). For big data management, many nontraditional methodologies such 
as non-relational and scalable Structure Query Language (NoSQL) are 
implemented (Nambiar et al., 2014). Meanwhile, to address big data chal-
lenges, various types of computational infrastructures are designed, from the 
traditional cluster and grid computing to the recent development of cloud 
computing and central processing unit/graphics processing unit (CPU/
GPU) heterogeneous computing (Schadt et al., 2010). Specifically, cloud 
computing has been increasingly viewed as a viable solution to utilize mul-
tiple low-profile computing resources to parallelize the analysis of massive 
data into smaller processes (Huang et al., 2013b).

Similarly, the computational requirements for an operational system that 
can be deployed for event predictions and subsequent disaster management 
are very demanding. However, most natural hazards occur very quickly, 
have immediate impacts, but only last a relatively short period of time. 
Therefore, it is necessary to support operations by scaling up to enable 
high-resolution forecasting, big data processing, and massive public access 
during a crisis, and by scaling down when no events occur to save energy 
and costs. Cloud computing provides an ideal solution due to its intrinsic 
capability of providing a large, elastic, and virtualized pool of computational 
resources which can be scaled up and down according to the needs. The 
goal of this chapter is to discuss the opportunities and challenges associated 
with the usage of social media to gain situational awareness during natural 
disasters, and the feasibility of using cloud computing to build an elastic, 
resilient, and real-time disaster management system.
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SOCIAL MEDIA FOR DISASTER MANAGEMENT

Disaster management aims to reduce or avoid the potential losses from haz-
ards, assure prompt and appropriate assistance to victims of disaster, and 
achieve rapid and effective recovery (Warfield, 2008). Social media can be 
used as new sources to redefine situational awareness and assist in the man-
agement of various disaster stages.

Social Media Fundamentals
There are a variety of definitions of social media (Cohen, 2011). In general, 
social media are broadly defined as any online platform or channel for user-
generated content. A large number of social media services or Web sites are 
developed to enable the public to distribute and share different types of con-
tent, such as videos, text messages, photos, etc. In this regard, Wiki, WordPress, 
Sharepoint, and Lithium qualify as social media as do YouTube, Facebook, 
and Twitter. Based on the content generated and functions provided, social 
media services are generally categorized into several classes (Nations, 2015):
 •  Social networking: Interacts by adding friends, commenting on profiles, 

joining groups and having discussions. Such social network sites can 
produce, spread, and share relatively short messages, photos, or videos 
over the Internet at a high speed. These messages can be immediately 
accessible by the linked groups or friends. Therefore, they are commonly 
used by the public to post relevant information via microblogs about the 
disaster, and share their own knowledge about the disaster situation with 
others, thus contributing the situational awareness. For example, users in 
the impacted communities can report what they are witnessing and 
experiencing. Twitter, Facebook, and Google+ belong to this category.

 •  Social bookmarking: Interacts by tagging Web sites and searching 
through Web sites bookmarked by other people. Typical examples 
include Del.icio.us, Blinklist, and Simpy.

 •  Social news: Interacts by voting for articles and commenting on them. 
Good examples are Reddit, Propeller, or Digg.

 •  Social photo and video sharing: Interacts by sharing photos or videos 
and commenting on user submissions. The most two popular examples 
are YouTube (videos), and Flickr (photos).

 •  Wikis: Interacts by adding articles and editing existing articles. In fact, any 
Web site that invites users to interact with the site and with other visitors 
falls into this category. Wikipedia is the one of the earliest and popular 
examples to enable users to create articles and web pages. OpenStreetMap 
is another example to enable the public to share geographic data and maps.
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However, social media more narrowly defined include only channels for 
user-generated content, as distinguished from platforms, which are referred 
to as social technologies. According to this definition, for example, YouTube, 
 Facebook, and Twitter are social media, and WordPress, Sharepoint, and 
Wikis are social technologies (Cohen, 2011). Although both channels for 
user- generated content and social technologies can be leveraged to support 
disaster management in many different ways, they have different functions 
and usages for disaster management. For this reason, this chapter adopts the 
narrow definition.

Opportunities
Social media are widely used during natural disasters as a news source and 
tool by both the public and emergency service agencies. For example, citi-
zens normally use social media in four different ways (Velev and Zlateva, 
2012): (1) To communicate with family and friends. Social network sites 
provide a bridge to connect with family members between affected and 
unaffected communities or areas (or within affected communities for situ-
ation updates and planning responses). This is the most popular use. (2) To 
update and share critical information between each other such as road 
closures, power outages, fires, accidents, and other related damage. (3) To 
gain situational awareness. In a number of cases citizens rely less and less on 
authority communication, especially through traditional channels (televi-
sion, radio, or phone). Finally, (4) to assist in service access, citizens use 
social media channels to provide each other with ways and means to con-
tact different services they may need after a crisis. On the other hand, 
emergency service agencies are utilizing social media to instantly alert 
emergency warnings to the public, and collect feedback and updates from 
the public users.

In fact, social media are useful in different disaster stages (Velev and 
Zlateva, 2012). Before a disaster, social media can help people better pre-
pare and understand which organizations will help their communities. 
After the disaster, social media help bring the community together to 
discuss issues, share information, coordinate recovery efforts, and com-
municate information about aid. As we discussed earlier, social media can 
play a more significant role by helping users communicate and share 
information in real time directly to their families, reporters, volunteer 
organizations, and other residents during a disaster. In particular, research 
and reviews of different cases have identified the following benefits of 
social media and social technologies in emergency response (Prentice 
et al., 2008; Yates and Paquette, 2011):
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 •  Near real-time: Social media (including social network sites and social 
technologies) are essentially real-time offering unique strengths as a data 
source, methods, and tools for the sharing of information in emergencies 
(Prentice et al., 2008). Previously, methodologies such as phone calls, 
direct observation, or personal interview are commonly practiced by 
disaster responders and damage evaluators to gain situational awareness 
and investigate impacted population during a disaster. However, these 
data collection methods are time-consuming and laborious in process-
ing the data. Social media data, however, can provide near “real-time” 
information for the emergency managers to make effective decisions 
through multiple stages of the disaster management.

 •  Facilitates knowledge sharing: social media facilitate better knowledge 
sharing between communities and organizations. Connections can be 
made among individuals without limitations introduced by bureaucratic 
boundaries (Yates and Paquette, 2011).

 •  Provides broad access: Internet-connected devices allow sharing the 
information in real time (Yates and Paquette, 2011).

 •  Offers contextual cues for understanding a given perspective: Typically, 
when people engage in a conversation about the larger context of a disas-
ter, they tend to be clearer about the situation (Yates and Paquette, 2011).

 •  Conversational, discussion-based style: Social media sites can provide a 
platform for discussion and feedback from those who care the most and 
have the most lasting impact on the story of the disaster (Prentice et al., 
2008).

 •  Limits restrictions and maintains strengths of “old media”: Social media 
also bypass the deadlines and restrictions placed on “old media” (Prentice 
et al., 2008).

 •  Two-way medium: Organizations can respond directly to comments 
and feedbacks posted on blogs, Twitter, or Facebook, or even leverage 
other social technologies such as YouTube to distribute timely and accu-
rate information directly to those concerned (Prentice et al., 2008).

State-of-the-Art Work and Practice
Many recent studies have applied social media data to understand various 
aspects of human behavior, the physical environment, and social phenom-
ena. Studies and applications of using social media for disaster related analy-
sis include following major areas: (1) event detection and sentiment tracking; 
(2) disaster response and relief coordination; (3) damage assessment; (4) 
social media message coding during a disaster; and (5) user rank model.
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Event Detection and Tracking
The network of social media users is considered a low-cost, effective “geo-
sensor” network for contributed information. Twitter, for instance, has more 
than 190 million registered users, and 55 million Tweets are posted per day. 
As an example, Asiana Flight 214 from Seoul, Korea, crashed while landing 
at San Francisco International Airport on July 6, 2013. News of the crash 
spread quickly on the Internet through social media. With eyewitnesses 
sending Tweets of their stories, posting images of the plumes of smoke rising 
above the bay, and uploading video of passengers escaping the burning 
plane, the event was quickly acknowledged globally.

As a result of the rapid or even immediate availability of information in 
social networks, the data are widely applied for the detection of significant 
events. Sakaki et al. (2010), for instance, investigated the real-time interac-
tion of events such as earthquakes and Twitter. Their research produced a 
probabilistic spatiotemporal model for the target event that can find the 
center and the trajectory of the event location. Kent and Capello (2013) 
collected and synthesized user-generated data extracted from multiple social 
networks during a wildfire. Regression analysis was used to identify relevant 
demographic characteristics that reflect the portion of the impacted com-
munity that will voluntarily contribute meaningful data about the fire. 
Using Hurricane Irene as example, Mandel et al. (2012) concluded that the 
number of Twitter messages correlate with the peaks of the event, the level 
of concern dependent on location and gender, with females being more 
likely to express concern than males during the crisis.

Disaster Response and Relief
Social media data are real-time in nature, and it has been widely acknowl-
edged that HA/DR responders can gain valuable insights and situational 
awareness by monitoring and tracking social media streams (Vieweg, 2012). 
As a result, an active area of research focuses on mining social media data for 
disaster response and relief (Ashktorab et al., 2014; Gao et al., 2011; Huang 
and Xiao, 2015; Imran et al., 2013; Kumar et al., 2011; Purohit et al., 2013). 
Aiming to help HA/DR responders to track, analyze, and monitor Tweets, 
and to help first responders gain situational awareness immediately after a 
disaster or crisis, Kumar et al. (2011), for example, presented a tool with data 
analytical and visualization functionalities, such as near real-time trending, 
data reduction, and historical review. Similarly, a Twittermining tool, known 
as Tweedr, was developed to extract actionable information for disaster relief 
workers during natural disasters (Ashktorab et al., 2014). Gao et al. (2011) 
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described the advantages and disadvantages of social media applied to disaster 
relief coordination and discussed the challenges of making such crowdsourc-
ing data a useful tool that can effectively facilitate the relief process in coordi-
nation, accuracy, and security. Recent findings also suggest that actionable data 
can be mined and extracted from social media to help emergency responders 
act quickly and efficiently. Purohit et al. (2013) presented machine learning 
methods to automatically identify and match needs and offers communicated 
via social media for items and services such as shelter, money, clothing, etc.

Damage Assessment
Damage assessment of people, property, and environment, and timely alloca-
tion of resources to communities of greatest need, and is paramount for evacu-
ations and disaster relief. Remote sensing is capable of collecting massive 
amounts of dynamic and geographically distributed spatiotemporal data daily, 
and therefore often used for disaster assessment. However, despite the quantity 
of big data available, gaps are often present due to the specific limitations of the 
instruments or their carrier platforms. Several studies (Schnebele and Cervone, 
2013; Schnebele et al., 2014, 2015), have shown how crowdsourced data can be 
used to augment traditional remote sensing data and methods to estimate flood 
extent and identify affected roads during a flood disaster. In these works, a 
variety of nonauthoritative, multisourced data, such as Tweets, geolocated pho-
tos from the Google search engine, traffic data from cameras, OpenStreetMap, 
videos from YouTube, and news, are collected in a transportation infrastructure 
assessment construct an estimate of the extent of the flood event.

Message Coding
As the messages broadcasted and shared through the social media network 
are extremely varied, a coding schema is needed to separate the messages 
into different themes before we can use them to produce a crisis map or 
extract “actionable data” as information that contributes to situational 
awareness. During Typhoon Bopha in the Philippines in 2012, volunteers 
using the PyBossa, a microtasking platform, manually annotated the Tweets 
into various themes, such as damaged vehicle, flooding, etc., and a crisis map 
was produced to be used by humanitarian organizations (Meier, 2012). A 
few attempts (Huang and Xiao, 2015; Vieweg, 2012) have been made to 
uncover and explain the information exchanged when Twitter users com-
municate during mass emergencies. Information about casualties and dam-
age, donation efforts, and alerts are more likely to be used and extracted to 
improve situational awareness during a time-critical event. As a result, 
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messages are typically categorized into these categories. Imran et al. (2013), 
for instance, extracted Tweets published during a natural disaster into several 
categories, including caution and advice, casualty and damage, donation and 
offer, and information source. The content categories (or topics) defined in 
those studies (Vieweg et al., 2010; Vieweg, 2012; Imran et al., 2013), are very 
useful to explore and extract the data involved in the disaster response and 
recovery phases. The content categories (or topics) defined in previous 
studies (Imran and Castillo, 2015; Vieweg et al., 2010; Vieweg, 2012), how-
ever, only consider the “actionable data” involved in the disaster response 
and recovery phases while ignoring useful information that could be posted 
before or after a disaster event. Huang and Xiao (2015) made an initial effort 
by coding social media messages into different categories within various 
stages of disaster management. Based on the coding schema, a supervised clas-
sifier was also trained and used to automatically mine and classify the social 
media messages posted by Twitter users into these predefined topic categories 
during various disaster stages.

User Rank Model
Research along this line focuses on identifying Twitter users who contribute 
to situational awareness. The topic of measuring “contribution” or “influence” 
within the online social network has been intensively investigated. Cha et al. 
(2010) examined three metrics of user influence on Twitter, including in 
degree (the number of people who follow a user), retweets (the number of 
times others “forward” a user’s Tweet), and mentions (the number of times 
others mention a user’s name). They also investigated the dynamics of an indi-
vidual’s influence by topic and over time. The results show that in degree 
alone reveals very little about the influence of a user. Bakshy et al. (2011) use 
the size of a diffusion tree, which represents the information diffusion by 
retweets, to quantify the influence of a Twitter user. Cheong and Cheong 
(2011) investigated popular and influential Twitter users in the digital social 
community during several Australian floods. The concept of centrality in 
social network analysis technique was adopted, and various centrality mea-
sures were used to identify the influential users, including local authorities, 
political personalities, social media volunteers, etc.

Challenges
As with any new technology, there remain many hurdles between current 
use and optimal exploitation of social media for disaster analysis and 
management.
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Digital Divide
Although these media are used by people of both sexes and an expanding 
range of ages, it is important to recognize and explore the technology’s limi-
tations in reaching at-risk, vulnerable populations. The “digital divide” refers 
to the gap between those who have and those who do not have access to 
computers and the Internet (Van Dijk, 2006). An active area of research is 
focused on exploring the factors that lead to the social inequality in the 
usage of social media. Witte and Mannon (2010) claimed that marginalized 
populations often lack or have limited net access in their households, mak-
ing access to Twitter a socially stratified practice. Livingstone and Helsper 
(2007) conducted a survey among children and young people, and found 
that inequalities by age, gender, and socioeconomic status relates to the 
quality of access to and use of the internet. For example, it was reported that 
the public under 35 are more likely to participate in social media every or 
nearly every day (63% vs. 37% for those 35 and over) (American Red Cross, 
2012). It was also shown that racial digital divides continue to remain per-
vasive (Nakamura, 2008), and Twitter is no exception to this.

It has been recognized that certain groups (i.e., low income, low educa-
tion, and elderly) may lack the tools, skills, and motivations to access social 
media, and therefore they may be less likely post disaster-relevant information 
through social media (Xiao et al., 2015). Additionally, certain areas may be 
severely damaged by the disaster, which result in extremely low participa-
tion in social media usage after the disaster. As a result, the situational aware-
ness information extracted from social media data may be biased and can 
underestimate and mis-locate the needs of the significantly impacted 
 communities. Therefore, the social and spatiotemporal inequality in the 
usage of social media data must be fully considered when using them to 
predict damage, investigate impacted populations, and prioritize activities 
during the course of disaster management by practitioners.

Data Quality
Despite many advantages of social media data, concerns have been raised 
about their quality (Goodchild and Li, 2012; Oh et al., 2010). The first 
concern originates from the user and information credibility. It is quite 
challenging to know whether social media users are who they claim to 
be or whether the information they share is accurate. For example, dur-
ing the Haiti earthquake, rumors circulated in Twitter that United Parcel 
Service (UPS) would “ship any package under 50 pounds to Haiti” or 
“several airlines would take medical personnel to Haiti free of charge to 
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help with earthquake relief ” (Leberecht, 2010). These turned out to be 
hearsay rather than eyewitness accounts, and subsequently clarified by 
UPS and airline companies as false information. As a result, Twitter, has 
been long criticized as it may propagate misinformation, rumors, and, in 
extreme case, propaganda (Leberecht, 2010). In fact, based on the analysis 
of credibility of information in Tweets corresponding to 14 high-impact 
news events of 2011 around the globe, Gupta and Kumaraguru (2012) 
claim that only “30% of total tweets about an event contained situational 
information about the event while 14% was spam.” In addition, about 
“17% of total tweets contained situational awareness information that 
was credible.”

Another concern comes from the location reliability. Users with loca-
tion services enabled on smart mobile devices can post content (e.g., text 
messages or photos) with locations, which typically are represented as a pair 
of coordinates (latitude and longitude). The locations along with the place 
names mentioned in the content text are then used to identify the areas of 
damaged infrastructure, affected people, evacuation zones, and the commu-
nities of great needs of resources. During this process, we rely on the 
assumption that users will report information about the events (e.g., flooded 
roads, closure of bridges, shelters, or donation sites) they witnessed and 
experienced at the exact locations where these events occurred. However, 
the locations in the time of posting content and locations of event occurred 
are not necessarily consistent and the supposed locations of greatest needs 
could be misleading. To address these concerns, other data sources (e.g., 
uthoritative data and remote sensing data) may be integrated for cross-vali-
dation, and crowdsourcing validation procedures can be applied to leverage 
volunteers for improving quality of these user-generated content.

Big Data
Although scholars and practitioners envisioned the possibilities in utilizing 
social media for disaster management, the computational hurdle to practi-
cally leverage social media data is currently extremely high (Huang and Xu, 
2014; Elwood et al., 2012; Manovich, 2011). Social media data present chal-
lenges at least in the following four dimensions (Huang and Xu, 2014):
 1.  There is the huge volume of social media data. For Twitter alone, the 

number of Tweets reached 400 million per day in March, 2013, and that 
number is escalating rapidly.

 2.  There is the enormous velocity of real-time social media data streams. 
In 2014, 9100 Tweets were posted every second in Twitter.
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 3.  There are the high variety types of social media data content. Text-based 
Tweets, image-based Flickr photos, or video-based YouTube posts are all 
telling similar stories using different media.

 4.  Social media data are assertive and create the trustworthiness or veracity 
question.
These dimensions are now widely cited as the four V’s of big data 

(Fromm and Bloehdorn, 2014). Although the trustworthiness touches upon 
nontechnical challenges, the other three challenges put more demands on 
innovative computational solutions (Agrawal et al., 2011). To address such 
challenge, new computing infrastructure and geovisualization tools should 
be leveraged to support the exploration of social media in space and time 
(Roth, 2013). Section Cloud Computing to Facilitate Disaster Manage-
ment presents a potential computing infrastructure - cloud computing, to 
address the demands on high-performance computing framework for pro-
cessing social media data timely and effectively.

CLOUD COMPUTING TO FACILITATE DISASTER 
MANAGEMENT

Decision support systems for disaster management can only be best con-
ducted when integrating a large amount of geospatial information in a 
collaborative environment and timely fashion. However, such systems 
pose several critical requirements to the underlying computing infrastruc-
ture. First, it must achieve high performance. The data, such as social media 
and forecasting data, to support effective decision-making during natural 
hazards, come in streams, and must be processed in a real-time fashion. 
Additionally, because most of these data are distributed across different 
agencies and companies and with different formats, resolutions, and 
semantics, it takes a relatively long time to identify, process, and seamlessly 
integrate these heterogeneous datasets. Second, it must be flexible. Tens to 
hundreds of computers are needed for the physical model simulations to 
run in a few hours to produce high-resolution results and support the 
associated decision-making process using multisourced data once such an 
event is detected. After the emergency, the computing resources should be 
released and reclaimed by other science, application, and education pur-
pose in a few minutes without or with little human intervention. Third, it 
has to be resilient. In times of critical situation, system failures may occur 
because the adverse environmental conditions, such as physical damage, 
power outages, floods, etc. Hence, the big data storage, simulation, analysis, 
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and transmission services must be able to operate during such adverse 
conditions (Pu and Kitsuregawa, 2013).

Most traditional computing infrastructure lacks the agility to keep up 
with these computing requirements by developing an elastic and resilient 
Cyberinfrasturcture (CI) for disaster management. Cloud computing, a new 
distributed computing paradigm, can quickly provision computing resource 
in an on-demand fashion. It has been widely utilized to address geoscience 
challenges of computing, data, and concurrent intensities (Yang et al., 2011). 
In fact, it can naturally serve as the underlying computing infrastructure of 
an operational system during a crisis in the following aspects:
 •  High performance: Cloud computing provides scientists with a com-

plete new computing paradigm for accessing and utilizing the comput-
ing infrastructure. Cloud-computing services, especially Infrastructure as 
a Service (IaaS), a category of popular cloud services, can be easily 
adopted to offer the prevalent high-end computing technologies to pro-
vide more powerful computing capabilities. Many cloud providers offer 
a range of diverse computing resources for users’ computing needs, such 
as Many Integrated Cores (MICs), Graphics Processing Units (GPUs), 
and Field Programmable Gate Arrays (FPGAs). For example, Amazon 
Elastic Compute Cloud (EC2) Cluster, with 17,024 CPU cores in total, 
a clock speed of 2.93 GHz per core, and 10G Ethernet network connec-
tion, was ranked as 102nd on the TOP 500 supercomputer lists in the 
November 2012. The high performance computing (HPC) capability of 
cloud computing can be easily leveraged to support critical scientific 
computing demands (Huang et al., 2013a).

 •  Flexibility: Hazard events often have annual or seasonal variability and 
are of short duration. Most events typically last a relatively short period 
from several hours (e.g., tornadoes) to several days (e.g., hurricanes). As 
a result, a real-time response system for such events would experience 
different computing and access requirements during different times of 
the year and even different hours within the day. During a disaster, the 
computing platform supporting an emergency response system should 
be able to automatically scale up enough computing resources to pro-
duce and deliver relevant and useful information for the end users, and 
to enable them to make smarter decisions, saving more lives and reduc-
ing assets loss. After the emergency response, the access to information 
can be reduced and the system can switch back to “normal mode” for 
reduced costs. Computing resources would be released for other science, 
application, and education purposes.
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Applications, running on the cloud, can increase computing resources 
to handle spike workloads and accelerate geocomputation in a few sec-
onds to minutes. Additional computing resources can be released in 
seconds once the workloads decrease. Previous studies (Huang et al., 
2013a, 2013b, 2013c) demonstrated that cloud computing can help 
application-handling computing requirement spikes caused by massive 
data transfers, model runs, and data processing without expensive long-
term investment for the underlying computing infrastructure. There-
fore, an operational system based on cloud computing can respond to 
real-time natural hazards well.

 •  Resilience: Architectural resilience can be achieved in many ways 
including (1) having back-up redundant systems that automatically 
deploy when primary systems fail, or (2) employing multiple solutions 
to ensure that some minimum level of system functionality is available 
during massive system failures (Pu and Kitsuregawa, 2013). Cloud ser-
vices provide an ideal platform to implement this resilient mechanism. 
Cloud computing providers offer computing and storage services that 
are globally distributed. For example, three major cloud providers, 
including Amazon, Microsoft, and Google, have multiple data centers 
around the world with the service. An image containing the configured 
application could be built in cloud services, and then a new replicated 
application can be easily launched on failover systems in a different 
cloud zone in a few minutes after a failure (Huang et al., 2013c).

CASE STUDIES

Through a variety of research studies and government practice, it has been 
widely demonstrated that online social technologies and social media like 
Facebook, Twitter, Google+, etc., can be employed to solve many problems 
during natural disasters. This section introduces several real applications to 
show how social media were used for emergency response and disaster 
coordination, and how cloud computing can facilitate these applications.

Tsunami in Japan
On March 11, 2011 at 2:46 pm local time, a massive magnitude 9.0 under-
water earthquake occurred 70 km offshore of the eastern coast of Japan. The 
earthquake generated a tsunami that rapidly hit the eastern coast of Japan, 
and propagated across the Pacific Ocean to the west coast of the Americas. 
The tsunami wave hit the Fukushima power plant about 40 min after the 
earthquake, leading to the catastrophic failure of the cooling system. Several 
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radioactive releases ensued as a result of an increase of pressure and tempera-
ture in the nuclear reactor buildings. Some releases were the result of both 
controlled and uncontrolled venting, whereas others were the result of the 
explosions that compromised the containment structures. The explosions 
were most likely caused by ignited hydrogen, generated by zirconium–water 
reaction occurring after the reactor core damage (Cervone and Franzese, 
2014). The radioactive cloud was quickly transported around the world, 
reaching North America within a few days and Europe soon thereafter 
(Potiriadis et al., 2012; Vasilescu et al., 2008). Radioactive concentrations 
were recorded along the US West Coast within a week of the initial release 
(Cervone and Franzese, 2014).

Social media, including Twitter, quickly disseminated information about 
the developing disaster in Japan. Twitter data was harvested using a cloud 
computing solution deployed at Pennsylvania State University, which col-
lected several million Tweets related to the Japanese disaster. The analysis of 
the Tweets was performed using Docker (https://www.docker.com/), an 
open-source virtualization software that allows quick distribution of data 
and computing on the cloud. First, a container was created to include all 
analysis software for filtering and plotting the Tweets. A second container 
with all the Tweets was created and continuously updated with additional 
data. The advantage of using Docker consists in the ability to allocate vari-
able resources for the analysis of Tweets, varying from few tenths to over a 
1000 cores. Furthermore, cloud-computing platform Amazon EC2 (Huang 
et al., 2010) is used to support Docker containers, and thus makes it possible 
to quickly deploy the analysis and meet the requirements of flexible 
resources during a crisis (section Cloud Computing to Facilitate Disaster 
Management).

Although the implementation of cloud-computing technology solves 
the problem of big data analysis, data has to be managed in a way that is suit-
able for distributed parallel processing. As discussed earlier, social media data 
such as Tweets, constantly flow in extremely large volume and with versatile 
contents. Recently, a NoSQL database has been popularly implemented as a 
better means to manage such data (Huang and Xu, 2014). This is because a 
NoSQL database can (1) store data that are not uniform and structured, and 
(2) support the utilization of multiple servers to improve the performance in 
a much easier way. In our system, a MongoDB, one of the popular NoSQL 
databases, therefore was set up to store all geolocated Tweets, plus all Tweets 
that made mention of several hashtags relative to the Japanese crisis.

Fig. 15.1 shows a trend of Tweets collected immediately before and after 
the Japan earthquake and resulting tsunami. Mentions of Japan in Tweets 
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peaked at nearly 3 million per day on March 16, 2011, just a few days after 
the event, when the widespread destruction became apparent.

Fig. 15.2 shows about 1 million geolocated Tweets collected from March 
10 to March 31, 2011, within Japan. The bar graphs in the two bottom fig-
ures show the number of Tweets per longitude and latitude, to compensate 
for over-plotting. Taller bars indicate a higher concentration of Tweets at the 
corresponding longitude and latitude. The majority of the Tweets are geo-
located around Tokyo and other major metropolitan areas in Japan. In the 
two top figures, a circle is used to indicate the 20 km restricted area around 
the Fukushima nuclear power plant. This exclusion zone was enacted after 
the nuclear leak to protect citizens from being exposed to dangerous radio-
active contaminants. The data show a lack of Tweets in the exclusion zone 
compared to the other surrounding zones, which is to be attributed to the 
compliance of the residents with the mandatory evacuation order. Fig. 15.3 
shows global distribution of geolocated Tweets about Japan for about 
1 month after the event.

Figure 15.1 Twitter data relative to the Japanese crisis, showing the number of Tweets 
that include the keywords Japan, earthquake, and tsunami. In the immediate aftermath 
of the earthquake and resulting tsunami, Tweets including all three keywords spiked 
significantly, however, after March 13, the keyword Japan greatly increased as news 
about the crisis resonated through the social network.
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Figure 15.3 The global distribution of geolocated Tweets about Japan for about 1 month after the event.
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The analysis of Tweets shows that the social intensity worldwide increased 
as the radioactive cloud spread over North America and Europe. The major-
ity of the Tweets provided alarming information about the situation in Japan, 
and targeted both informing about the event and soliciting help for disaster 
response. Furthermore, although three crisis were unfolding in parallel  
(tsunami inundation, earthquake damage, and radioactive release), the major-
ity of the Tweets disproportionally discussed the radioactive release over the 
other two. In North America, Tweets and retweets about the Japanese crisis 
started immediately after the initial earthquake and the resulting tsunami. 
The peak of Tweets was observed on March 21, which corresponds to when 
sensors in Alaska and along the West coast of the United States started reg-
istering a small increase in radiation dosage. One lesson learned from the 
analysis of Twitter data during the Japanese disaster is the good awareness of 
the public to the unfolding of a major crisis.

Hurricane Sandy
Hurricane Sandy, a late-season posttropical cyclone, swept through the 
Caribbean and up the East Coast of the United States in late October 2012. 
Sandy began as a tropical wave in the Caribbean on October 19. It quickly 
developed, becoming a tropical depression, and then a tropical storm. On 
October 28, President Obama signed emergency declarations for several 
states expected to be impacted by Sandy, allowing them to request federal 
aid and make additional preparations in advance of the storm. On October 
29, Sandy made landfall in the United States, striking near Atlantic City, 
New Jersey with winds of 80 mph. It affected 24 states in the United States, 
including the entire eastern seaboard from Florida to Maine and west across 
the Appalachian Mountains to Michigan and Wisconsin, with particularly 
severe damage in New Jersey and New York. Within 2 days, the region was 
starting to recover. As of November 1, about 4.7 million people in 15 states 
were without electricity, down from nearly 8.5 million a day earlier. Storm 
surge caused subway tunnels in Lower Manhattan to close due to flooding, 
but some lines were able to resume limited service. Sandy’s impact was felt 
globally as 15,000 flights around the world were cancelled. Sandy ended up 
causing about $20 billion in property damage and $10 billion to $30 billion 
more in lost business (http://www.livescience.com/24380- hurricane-sandy- 
status-data.html), making it the deadliest and most destructive hurricane of 
the 2012 Atlantic hurricane season as well as the second-costliest hurricane 
in US history (http://pybossa.com/).
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Based on our previous work on developing a coding schema of Tweets 
during Hurricane Sandy (Huang and Xiao, 2015), we developed a spatial Web 
portal to analyze and explore the Tweets in the different disaster phases. Sev-
eral open-source software and tools were used for the prototype development. 
The portal supports several functions from submitting a query request to visu-
alizing or animating the query results. Users can explore the Tweets in various 
themes by configuring the input parameters of the query such as temporal 
information (time stamps when messages were posted), area of interest (AOI, 
also known as spatial domain), and analytical methods (visualization or chart-
ing), etc. After obtaining query results, users are able to visualize the results to 
get an overall view of the spatial and temporal patterns of the Tweets related 
to specific topics retrieved from the database (Fig. 15.4).

The aforementioned system can support geovisualizing and analyzing 
disaster relevant Tweets in different themes spatially and temporally for a 
historical event with pre-processed data. However, exploring and visualiz-
ing massive social media for real-time events requires further development. 
Specifically, data from different extreme natural hazard events, especially 
hurricane-related ones, should be examined and integrated to develop a 
real-time disaster management system so that it can be applied to automati-
cally categorize the Tweets into different themes during any new disaster of 
different types. Such a system could help support real-time disaster manage-
ment and analysis by monitoring subsequent events while Tweets are 
streaming, and mining useful information. As discussed in section Cloud 
Computing to Facilitate Disaster Management, cloud computing can then 
be leveraged to process multisourced and real-time social media data. In 
fact, a few attempts have been made to integrate real-time social media and 
cloud computing to support real-time emergency response. One of the 
examples is Esri’s severe weather map (http://www.esri.com/services/
disaster-response/severe-weather/latest-news-map). It harvests multisourced 
data, including Twitter Tweets, YouTube videos, Flickr photos, and weather 
reports of various events using specific (e.g., tornado, wind storm, hail 
storm) from NOAA and other sources. Additionally, a cloud-based mapping 
platform is used to display the real-time effects of the storm via social media 
posts (Fig. 15.5). Although the default is to show information for “tornado,” 
registered users can log in to track and monitor the feeds of other disaster 
events by searching with keywords such as “fire,” “snow,” etc.

Earthquake in Haiti
On Tuesday, January 12, 2010 at 4:53 pm local time, a catastrophic magni-
tude 7.0 earthquake occurred, with an epicenter near the town of Léogâne 
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Figure 15.4 Visualizing and mining Tweets for disaster management.
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(Ouest Department), approximately 25 km (16 miles) west of Port-au-Prince, 
Haiti’s capital (http://en.wikipedia.org/wiki/2010_Haiti_earthquake). It 
was the strongest quake recorded in Haiti for over 200 years. The earth-
quake caused devastating damage in the densely populated city of Port-au-
Prince, Jacmel, and other settlements in the region. Notable landmark 
buildings were severely damaged or destroyed, including the Presidential 
Palace, the National Assembly building, the Port-au-Prince Cathedral, and 
the main jail. An estimated 3 million people were affected by the quake 
with 230,000 killed, 300,000 injured, and 1 million people left homeless 
(Yates and Paquette, 2011).

Many countries responded to appeals for humanitarian aid, pledging 
funds, and dispatching rescue and medical teams, engineers, and support 
personnel. Social media was successfully used as a platform to both gather 
and disseminate information to a global audience, and to support emer-
gency response and disaster relief in a variety of ways.

Figure 15.5 Environmental Systems Research Institute (Esri) weather map showing  
live storm reports, precipitation, and weather warnings along with multisourced social 
media content from Twitter, Flickr, and YouTube (http://www.esri.com/services/disaster-
response/severe-weather/latest-news-map).
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 •  Public sharing of situational information and conditions through social 
network sites (e.g., Twitter, Flickr, and TwitPics). The collapse of tradi-
tional media elevated social media to the principal communications 
tool: everyone became a journalist. As soon as the earthquake struck 
Port-au-Prince, the capital city of Haiti, the first pictures of the devas-
tated scenes were posted to Twitter and Facebook and were later relayed 
to the world by CNN. Following that, thousands of other pictures 
quickly spread through TwitPics and Twitter along with well wishes  
(Oh et al., 2010).

 •  Use of wikis by both nongovernmental and government relief organiza-
tion to share and collaborate via the cloud in a secure arena. For example, 
US government agencies employed social technologies such as wikis and 
collaborative workspaces as the main knowledge-sharing mechanisms 
(Yates and Paquette, 2011).

 •  Crowdsourcing and identification of individuals who could translate 
Creole and Haitian dialects into other languages so that first responders 
could identify where to target aid.

 •  Use of social platforms for relief efforts. Twitter users spread the way to 
send emergency supplies or aid money to Haiti, and shared the informa-
tion on how to adopt orphaned children (Oh et al., 2010).

 •  Remote aid via volunteers digitizing street maps and satellite imagery 
and uploading these results to a shared platform. Social technologies can 
also be leveraged to generate geographic information which is critical 
for emergency management. For example, a group of OpenStreet-
Map users around the globe rapidly produced a detailed street map of 
Port-au-Prince, based on digitization of satellite imagery facilitated by 
social networks such as Crisis Mappers Net (Li and Goodchild, 2012), 
which was used by crisis responders on the ground in Haiti. Before the 
earthquake, the OpenStreetMap map of Port-au-Prince had very lim-
ited coverage (Fig. 15.6 left), but within only 48 h, the dataset became 
possibly the most complete and accurate source for that area available 
to first responders (Fig. 15.6 right).

CONCLUSIONS

As social media applications are widely deployed in various platforms from 
personal computers to mobile devices, they are becoming a natural exten-
sion to human sensory system. The synthesis of social media with human 
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Figure 15.6 OpenStreetMap coverage before (left) and after (right) the 2010 Haiti Earthquake (http://blog.okfn.org/2010/01/15/open-street-
map-community-responds-to-haiti-crisis/).
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intelligence has the potential to be the intelligent sensor network that can 
be used to detect, monitor, and gain situational awareness during a natural 
hazard with unprecedented scale and capacity. However, the rate at which 
these crowdsourced data are being generated exceeds our ability to organize 
and analyze them to extract patterns critical for addressing real-world chal-
lenges, such as effective disaster management strategies. New challenges 
arise from an unprecedented access to massive amounts of social media data 
available and accumulated every day, and on how to develop and use new 
tools to mine knowledge from these data streams. This chapter discusses 
how social media can be used to assist during various stages of disaster man-
agement, and provides a literature survey of existing relevant research. How-
ever, the great potential of using social media for disaster response comes 
with challenges, which are identified along with a discussion of potential 
solutions.

Cloud computing is a promising computing infrastructure to accelerate 
geoscience research and applications by pooling, elastically sharing, and 
integrating latest computing technologies, and deploying physically distrib-
uted computing resources (Huang et al., 2013a). As discussed in the section 
Case Studies, cloud computing should be integrated to design and develop 
an elastic and resilient CI framework for archiving, processing, mining, and 
visualizing social media datasets disaster management. Specifically, cloud 
storage may be investigated and leveraged for the massive social media data 
archiving for immediate disaster response use and later research studies. 
Elastic computing power can be leveraged to handle the computing 
demands from mining big social media data, and massive concurrent access 
of an online analytical system during emergencies. Finally, several use cases 
are provided to demonstrate how social media and cloud computing have 
been employed to study several recent disasters.

REFERENCES
Agrawal, D., Das, S., El Abbadi, A., 2011. Big data and cloud computing: current state and 

future opportunities. In: Proceedings of the 14th International Conference on Extend-
ing Database Technology. ACM, pp. 530–533.

American Red Cross, 2012. Americans Increasingly Using Mobile Apps for Emergencies. 
Retrieved from: http://www.rwjf.org/en/culture-of-health/2012/09/american_red_
cross.html (accessed 07.06.15.).

Ashktorab, Z., Brown, C., Nandi, M., Culotta, A., 2014. Tweedr: mining twitter to inform 
disaster response. In: Proceedings of the ISCRAM.

Bakshy, E., Hofman, J.M., Mason, W.A., Watts, D.J., 2011. Everyone’s an influencer: quantify-
ing influence on twitter. In: Proceedings of the Fourth ACM International Conference 
on Web Search and Data Mining. ACM, pp. 65–74.

Author's personal copy

http://www.rwjf.org/en/culture-of-health/2012/09/american_red_cross.html
http://www.rwjf.org/en/culture-of-health/2012/09/american_red_cross.html


Cloud Computing in Ocean and Atmospheric Sciences322

Cloud Computing in Ocean and Atmospheric Sciences, First Edition, 2016, 297-324

Cervone, G., Franzese, P., 2014. Source term estimation for the 2011 Fukushima nuclear 
accident. In: Data Mining for Geoinformatics. Springer, pp. 49–64.

Cha, M., Haddadi, H., Benevenuto, F., Gummadi, P.K., 2010. Measuring user influence in 
twitter: the million follower fallacy. ICWSM 10, 30.

Cheong, F., Cheong, C., 2011. Social media data mining: a social network analysis of tweets 
during the Australian 2010–2011 floods. In: 15th Pacific Asia Conference on Informa-
tion Systems (PACIS). Queensland University of Technology, pp. 1–16.

Cohen, H., 2011. 30 Social Media Definitions. Retrieved from: http://heidicohen.com/
social-media-definition/ (accessed 07.06.15.).

Elwood, S., Goodchild, M.F., Sui, D.Z., 2012. “Researching Volunteered Geographic Infor-
mation: Spatial Data, Geographic Research, and New Social Practice.” Annals of the 
Association of American Geographers 102 (3), 571–590. http://dx.doi.org/10.1080/00
045608.2011.595657.

FEMA, 1998. Animals in Disaster: Module Awareness and Preparedness. Accessible through: 
http://training.fema.gov/EMIWeb/downloads/is10comp.pdf (accessed 08.09.12.).

Fromm, H., Bloehdorn, S., 2014. Big Data—Technologies and Potential, Enterprise- 
Integration. Springer, pp. 107–124.

Gao, H., Barbier, G., Goolsby, R., 2011. Harnessing the crowdsourcing power of social media 
for disaster relief. IEEE Intelligent Systems 10–14.

Goodchild, M.F., Li, L., 2012. Assuring the quality of volunteered geographic information. 
Spatial Statistics 1, 110–120.

Gupta, A., Kumaraguru, P., 2012. Credibility ranking of tweets during high impact events. 
In: Proceedings of the 1st Workshop on Privacy and Security in Online Social Media. 
ACM, p. 2.

Huang, Q., Li, Z., Xia, J., Jiang, Y., Xu, C., Liu, K., Yu, M., Yang, C., 2013a. Accelerating 
 geocomputation with cloud computing. In: Modern Accelerator Technologies for 
 Geographic Information Science. Springer, pp. 41–51.

Huang, Q., Xiao, Y., 2015. Geographic situational awareness: mining tweets for disaster 
 preparedness, emergency response, impact, and recovery. International Journal of Geo-
Information 4, 19.

Huang, Q., Xu, C., 2014. A data-driven framework for archiving and exploring social media 
data. Annals of GIS 20, 265–277.

Huang, Q., Yang, C., Benedict, K., Chen, S., Rezgui, A., Xie, J., 2013b. Utilize cloud comput-
ing to support dust storm forecasting. International Journal of Digital Earth 6, 338–355.

Huang, Q., Yang, C., Liu, K., Xia, J., Xu, C., Li, J., Gui, Z., Sun, M., Li, Z., 2013c. Evaluating 
open-source cloud computing solutions for geosciences. Computers & Geosciences 59, 
41–52.

Huang, Q., Yang, C., Nebert, D., Liu, K., Wu, H., 2010. Cloud computing for geosciences: 
deployment of GEOSS clearinghouse on Amazon’s EC2. In: Proceedings of the ACM 
SIGSPATIAL International Workshop on High Performance and Distributed Geo-
graphic Information Systems. ACM, pp. 35–38.

Imran, M., Castillo, C., 2015. Towards a data-driven approach to identify crisis-related topics 
in social media streams. In: Proceedings of the 24th International Conference on World 
Wide Web Companion. International World Wide Web Conferences Steering Commit-
tee, pp. 1205–1210.

Imran, M., Elbassuoni, S., Castillo, C., Diaz, F., Meier, P., 2013. Practical extraction of disaster-
relevant information from social media. In: Proceedings of the 22nd International Con-
ference on World Wide Web Companion. International World Wide Web Conferences 
Steering Committee, pp. 1021–1024.

Kent, J.D., Capello Jr., H.T., 2013. Spatial patterns and demographic indicators of effective 
social media content during the Horsethief Canyon fire of 2012. Cartography and 
 Geographic Information Science 40, 78–89.

Author's personal copy

http://heidicohen.com/social-media-definition/
http://heidicohen.com/social-media-definition/
http://dx.doi.org/10.1080/00045608.2011.595657
http://dx.doi.org/10.1080/00045608.2011.595657
http://training.fema.gov/EMIWeb/downloads/is10comp.pdf


Usage of Social Media and Cloud Computing During Natural Hazards 323

Cloud Computing in Ocean and Atmospheric Sciences, First Edition, 2016, 297-324

Kumar, S., Barbier, G., Abbasi, M.A., Liu, H., 2011. TweetTracker: an analysis tool for human-
itarian and disaster relief. ICWSM.

Leberecht, T., 2010. Twitter Grows Up in Aftermath of Haiti Earthquake. CNET News 19.
Li, L., Goodchild, M.F., 2012. The role of social networks in emergency management: a 

research agenda. Managing Crises and Disasters with Emerging Technologies: Advance-
ments 245.

Livingstone, S., Helsper, E., 2007. Gradations in digital inclusion: children, young people and 
the digital divide. New Media & Society 9, 671–696.

Meier, P., 2012. Digital Disaster Response to Typhoon Pablo.  Retrieved from http://voices.
nationalgeographic.com/2012/12/19/digital-disaster-response/ (accessed 01.07.15).

Mandel, B., Culotta, A., Boulahanis, J., Stark, D., Lewis, B., Rodrigue, J., 2012. A demographic 
analysis of online sentiment during Hurricane Irene. In: Proceedings of the Second Work-
shop on Language in Social Media. Association for Computational Linguistics, pp. 27–36.

Manovich, L., 2011. Trending: The Promises and the Challenges of Big Social Data. In: Gold, 
M.K. (Ed.), Debates in the Digital Humanities. Cambridge, MA: The University of 
Minnesota Press, pp. 460–475.

Nakamura, L., 2008. Digitizing Race: Visual Cultures of the Internet. University of Minne-
sota Press.

Nambiar, R., Chitor, R., Joshi, A., 2014. Data Management–A Look Back and a Look Ahead, 
Specifying Big Data Benchmarks. Springer, pp. 11–19.

Nations, D., 2015. What Is Social Media?  Retrieved from: http://webtrends.about.com/od/
web20/a/social-media.htm (accessed 07.06.15.).

Neal, D.M., 1997. Reconsidering the phases of disasters. International Journal of Mass Emer-
gencies and Disasters 15, 239–264.

Oh, O., Kwon, K.H., Rao, H.R., 2010. An exploration of social Media in extreme events: 
rumor theory and twitter during the Haiti earthquake 2010. ICIS 231.

Potiriadis, C., Kolovou, M., Clouvas, A., Xanthos, S., 2012. Environmental radioactivity mea-
surements in Greece following the Fukushima Daichi nuclear accident. Radiation Pro-
tection Dosimetry 150, 441–447.

Prentice, S., Huffman, E., Alliance, B.E., 2008. Social Media’s New Role in Emergency Man-
agement: Emergency Management and Robotics for Hazardous Environments. Idaho 
National Laboratory.

Pu, C., Kitsuregawa, M., 2013. Big Data and Disaster Management a Report from the JST/
NSF Joint Workshop. Georgia Institute of Technology.

Purohit, H., Castillo, C., Diaz, F., Sheth, A., Meier, P., 2013. Emergency-Relief Coordina-
tion on Social Media: Automatically Matching Resource Requests and Offers. First 
Monday 19.

Roth, R.E., 2013. Interactive maps: what we know and what we need to know. Journal of 
Spatial Information Science 59–115.

Sakaki, T., Okazaki, M., Matsuo, Y., 2010. Earthquake shakes Twitter users: real-time event 
detection by social sensors. In: Proceedings of the 19th International Conference on 
World Wide Web. ACM, pp. 851–860.

Schadt, E.E., Linderman, M.D., Sorenson, J., Lee, L., Nolan, G.P., 2010. Computational 
solutions to large-scale data management and analysis. Nature Reviews Genetics 11, 
647–657.

Schnebele, E., Cervone, G., 2013. Improving Remote Sensing Flood Assessment Using Vol-
unteered Geographical Data.

Schnebele, E., Cervone, G., Kumar, S., Waters, N., 2014. Real time estimation of the Calgary 
floods using limited remote sensing data. Water 6, 381–398.

Schnebele, E., Oxendine, C., Cervone, G., Ferreira, C.M., Waters, N., 2015. Using non-
authoritative sources during emergencies in urban areas. Computational Approaches for 
Urban Environments. Springer 337–361.

Author's personal copy

http://voices.nationalgeographic.com/2012/12/19/digital-disaster-response/
http://voices.nationalgeographic.com/2012/12/19/digital-disaster-response/
http://webtrends.about.com/od/web20/a/social-media.htm
http://webtrends.about.com/od/web20/a/social-media.htm


Cloud Computing in Ocean and Atmospheric Sciences324

Cloud Computing in Ocean and Atmospheric Sciences, First Edition, 2016, 297-324

Sheth, A., Henson, C., Sahoo, S.S., 2008. Semantic sensor web. In: Internet Computing, 12. 
IEEE, pp. 78–83.

Smith, A.B., Matthews, J.L., 2015. Quantifying uncertainty and variable sensitivity within the 
US billion-dollar weather and climate disaster cost estimates. Natural Hazards 1–23.

Sutton, J.N., 2010. Twittering Tennessee: Distributed Networks and Collaboration Following 
a Technological Disaster. ISCRAM.

U.S. Department of Education, 2010. Action Guide for Emergency Management at Institu-
tions of Higher Education. Retrieved from: http://rems.ed.gov/docs/rems_Action-
Guide.pdf (accessed 07.06.15.).

Van Dijk, J.A., 2006. Digital divide research, achievements and shortcomings. Poetics 34, 
221–235.

Vasilescu, L., Khan, A., Khan, H., 2008. Disaster Management CYCLE–a theoretical 
approach. Management & Marketing-Craiova 43–50.

Velev, D., Zlateva, P., 2012. Use of social media in natural disaster management. International 
Proceedings of Economic Development and Research 39, 41–45.

Verma, S., Vieweg, S., Corvey, W.J., Palen, L., Martin, J.H., Palmer, M., Schram, A., Anderson, 
K.M., 2011. Natural language processing to the rescue? extracting “situational aware-
ness” tweets during mass emergency. ICWSM, Citeseer.

Vieweg, S., Hughes, A.L., Starbird, K., Palen, L., 2010. Microblogging during two natural 
hazards events: what twitter may contribute to situational awareness. In: Proceedings 
of the SIGCHI Conference on Human Factors in Computing Systems. ACM, pp. 
1079–1088.

Vieweg, S.E., 2012. Situational Awareness in Mass Emergency: A Behavioral and Linguistic 
Analysis of Microblogged Communications.

Warfield, C., 2008. The Disaster Management Cycle, Disaster Mitigation and Management. 
Accessible through: http://www.gdrc.org/uem/disasters/1-dm_cycle.html (accessed 
17.10.2012.).

Witte, J.C., Mannon, S.E., 2010. The Internet and Social Inequalitites. Routledge.
Xiao, Y., Huang, Q., Wu, K., 2015. Understanding social media data for disaster management. 

Natural Hazards 79 (3), 1663–1679.
Yang, C., Wu, H., Huang, Q., Li, Z., Li, J., 2011. Using spatial principles to optimize distrib-

uted computing for enabling the physical science discoveries. In: Proceedings of the 
National Academy of Sciences 108, pp. 5498–5503.

Yates, D., Paquette, S., 2011. Emergency knowledge management and social media tech-
nologies: a case study of the 2010 Haitian earthquake. International Journal of Informa-
tion Management 31, 6–13.

Author's personal copy

http://rems.ed.gov/docs/rems_ActionGuide.pdf
http://rems.ed.gov/docs/rems_ActionGuide.pdf
http://www.gdrc.org/uem/disasters/1-dm_cycle.html

