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ABSTRACT ARTICLE HISTORY
Remote-sensing satellite data are routinely used during disasters Received 10 March 2017
for damage assessment and to coordinate relief operations.  Accepted 13 October 2017

Although there is a plethora of satellite sensors able to provide
actionable data about an event, their temporal resolution is lim-
ited by their revisit time, presence of clouds, and errors in the
reception of data. These limitations do not allow for an uninter-
rupted monitoring, which is crucial during disasters and emergen-
cies. This research presents an approach that leverages the
increased temporal resolution of crowdsourced data to partially
overcome the limitations of satellite data. The proposed approach
focuses on the geostatistical analysis of a combined satellite and
Twitter data to help delineate the flood extent on a daily basis.
The crowdsourced data are used to augment satellite imagery
from Advanced Land Imager instrument on Earth Observating
One (EO-1) satellite, Landsat 8, WorldView-2, and WorldView-3.
The proposed methodology was applied to estimate the daily
flood extents in Charleston, South Carolina, caused by the
October 2015 North American storm complex. The results of the
proposed methodology indicate that the user-generated data can
be utilized adequately to both bridge the temporal gaps in the
satellite-based observations and also increase the spatial resolu-
tion of the flood extents.

1. Introduction

Satellite-based monitoring and assessment of natural hazards and especially of floods
have played a key role for the last two decades. Numerous satellite-based systems have
the capability of early detection of floods, gathering observations with of high spatial
and spectral resolutions. In addition to the widely used electro-optical instruments,
which are affected by cloud coverage that occlude observing the land, space-born
synthetic aperture radar (SAR) can provide a remotely sensed solution in all weather
conditions, day and night. Hence, satellite imagery acquired using both optical and
microwave parts of the electromagnetic spectrum was successfully utilized to study
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flood risk management and mitigation, as well as for real-time emergency response (Van
Der Sande, De Jong, and De Roo 2003; Taubenbdck et al. 2011; Serpico et al. 2012).
During flood events, satellite data are used to generate very accurate flood-extent
surfaces and/or maps (Schumann, Di Baldassarre, and Bates 2009; Skakun 2012) which
can then be utilized for calibration and validation purposes of hydraulic models (Khan
et al. 2011). These flood extents are also crucial for rescuers during an emergency
response operation because they provide a comprehensive view that can be used for
rapid damage assessment, planning routes, setting priorities, and organize evacuations
(Kussul et al. 2012). This becomes most important during time-sensitive operations
where the near-real-time delineation and assessment of the flood extent are required
very quickly, which preclude the manual mapping through in situ observations (Cossu
et al. 2009). The satellite-derived flood assessment has been proved to be applicable and
effective in all types of flood-related damage assessments, in urban areas (Gamba,
DellAcqua, and Dasarathy 2005), in rural areas (Asante et al. 2007), or in general with
different land-cover types (Joyce et al. 2009).

Despite the availability of sophisticated satellite sensors, capable of very high spatial
and spectral resolution observations, their temporal resolution remains limited. In
remote sensing and more specifically in sensors’ design, there are always trade-offs
between the basic fundamental sensor properties and resolutions: spatial, spectral,
radiometric, and the temporal resolutions (Kennedy et al. 2009). The latter is referred
to the revisit time of a satellite above the same point on the surface of the Earth. Most
remote-sensing satellites are in what is called sun-synchronous orbit, which means that
they cross the equator at roughly the same local time. They have a global coverage and
a revisit time of about 16 days, which means that they observe the same point of the
Earth about every 16 days. However, because satellites do not see a single point but a
swath, the temporal coverage is somewhat reduced, depending on the spatial coverage
and field of view. Conversely, the geostationary satellites have a very high temporal
resolution (as short as 15 min) but with a much lower spatial resolution and coverage
(rather than the entire Earth, they observe always the same hemisphere).

In the case of a natural hazard, the situational awareness is very critical, and time
sensitivity is essential. Raised by the developments of Web 2.0, ubiquitous computing,
and the recent technological advancements in networks and mobile devices, the pro-
liferation of social media has led to the generation of massive amount of geospatial
data. As defined by the Homeland Security Act of 2002, situational awareness is infor-
mation gathered from a variety of sources that, when communicated to emergency
managers and decision-makers, can form the basis for incident management decision-
making.

Nowadays, massive amount of user-generated geospatial data from real-time data
streams is available from social media platforms such as Twitter, Facebook, Instagram,
etc., during natural hazards. The temporal resolution of social media is much higher than
in the case of remotely sensed data. In fact, the crowdsourced data via social media can
be generated and published almost instantaneously after the occurrence of an incident,
which makes it very suitable for situational awareness applications (Yin et al. 2012).

The use of social media in disaster response, management as well as in situational
awareness started gaining a lot of attention from the Geographic Information Science
(GISc) community due to their very high temporal resolution. There is a proliferation
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of a number of social media mining methodologies and systems which are leveraging
the spatiotemporal properties of such user-generated geospatial data for the
response and mitigation of natural hazards as well as for the enhancing of the
situational awareness. This kind of data contains rich information about location,
attributes, and semantic information (Fan et al. 2014). Social media and particularly
Twitter tend to be utilized by ordinary people during the occurrence of a disaster
and/or natural hazard, providing this way up-to-date and real-time information which
is very valuable for the disaster management agencies. This kind of community-level
situation awareness can play a significant role in decision-making for a more effective
disaster response (Mukkamala and Beck 2016). Wan et al. (2014) developed a global
flood disaster community cyber-infrastructure (CyberFlood), which leveraged cloud
computing services and crowdsourcing data collection for the purposes of on-
demand, location-based visualization, as well as statistical analysis and graphing
functions. Schnebele and Cervone (2013), Goolsby and Cervone (2013), Cervone,
Sava et al. (2016) and Cervone, Schnebele et al. (2016) presented a methodology
for fusing Volunteered Geographic Information (VGI) data with remotely sensed data
and a digital elevation model (DEM) in order to create hazard maps. As they have
shown, even a small number of properly located VGI data is adequate to improve the
flood assessment.

Eilander et al. (2016) managed to create flood maps for Jakarta in real time by
combining DEM with flood depth observations and location references in tweets, demon-
strating how useful the near-real-time information of social media for flood disaster
management. MacEachren et al. (2011) presented a geovisual analytics approach, called
‘Senseplace2,” which is a visual interface that collects and filters geocoded tweet content,
organizing and understanding this way spatial, temporal, and thematic aspects of evol-
ving crisis in order to support crisis management and situational awareness. Huang and
Xiao (2015) presented a coding schema for separating social media messages into
different themes within different disaster stages by utilizing text mining techniques in
order to classify the tweets collected during the natural disaster caused by Hurricane
Sandy in 2012. Soltani et al. (2016) created an interactive environment, called ‘UrbanFlow,’
which enables scientists to integrate fine-resolution social media data with authoritative
data by suing distributed algorithms in order to gain deeper insight on mobility patterns
through complex urban area. Huang and Cervone (2016) addressed the importance of
social media and cloud computing for the detection, monitoring, and gaining situational
awareness during a natural hazard with unparalleled scale and capacity.

In the present study, an approach is presented to leverage the increased temporal
resolution of crowdsourced data to partially overcome the limited temporal resolution
of satellite data, bridging the gap during flood monitoring, and providing a seamless
situational awareness during incidents. The proposed approach focuses on the geos-
tatistical analysis of Twitter data to help delineate the flood extent on a daily basis.
The crowdsourced data are used to augment satellite imagery from Advanced Land
Imager (ALl) instrument on Earth Observating One (EO-1) satellite, Landsat 8,
WorldView-2, and WorldView-3 by fusing them together to complement the satellite
observations. The proposed methodology was applied to estimate the daily flood
extents in Charleston, South Carolina (SC), caused by hurricane Joaquin on October
2015.
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2. Data

Multi-sourced crowdsourced and authoritative data relative to the October 2015 North
American storm complex were collected and utilized for this study. More specifically,
data were collected for the most impacted area which occurred in SC, between 27
September 2015 and 18 October 2015. The rainfall reached its maximum on 3 October
2015, and data were collected approximately + 2 weeks in order to ensure sufficient
coverage before and after the peak of the event and to compare to the normal
conditions, the maximum extent of the flood, and the receding of the waters. Specific
details about the data collected are given in the following subsections, while a more
detailed description of the study area is given in Section 3.

Figure 1 shows the temporal resolutions for the multi-source data set along with the
gage heights of the three major rivers of Charleston, SC, which was one of the most
heavily impacted areas. The data are provided by the U.S. Geological Survey Surface-
Water Data for the Nation. Areas that were affected the most by the flooding event were
near smaller creeks and streams, particularly the tributaries to the three major rivers
crossing the city of Charleston: the Ashley, Cooper, and Wando rivers. As a result,
thousands of homes and businesses were severely impacted, and many roads and
bridges were damaged, causing serious travel disruptions lasting for many days.

2.1. Crowdsourced data

Twitter was selected as the key crowdsourced data source due to its very high temporal
resolution as well as comprehensive geographical coverage. When a flood occurs in a
remote area where Internet access is unavailable and the road network is limited or
impassable, the spatial distribution of the tweets may be sparse and under-representative
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Figure 1. Temporal resolutions and time stamps of the multi-source data sets collected. The blue
continuous line represents the daily number of tweets related to the flood. The remaining three lines
show the rivers’ gages height during the entire event. Satellite imagery is shown by the diamond
terminated lines as their timestamp corresponds to a single day each; therefore, they are scaleless in
the plot.
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of the event. In this case, Twitter data were readily available and reliable. The study area
selected, a densely populated area with good road infrastructure, enables a realistic
analysis of the flood event because both of the sufficient amount of tweets as well as
of their dense geographical distribution.

A total of 2393 geotagged tweets relevant to the study area were collected over the
period between 27 September 2015 and 18 October 2015, using the R twitter library.
Prior to the event, an automatic Twitter ingesting process was started by the authors
and their collaborators to store all tweets with geographical coordinates originating
from the USA in a MongoDB server. Therefore, the selection of the geotagged tweets
consisted in a spatio-temporal query to the MongoDB server, which returned all mes-
sages occurring within the area of interest (AOIl) and in the time window specified. A
further selection was performed by specifying a more focused AOI relative only to the
city of Charleston and a set of relevant hashtags, reducing the amount of relevant
tweets to 1210, about half of the original data. The analysis presented in this article is
based on this number of tweets. The hashtags used for filtering the tweets were selected
to specifically identify the flooding event (e.g. as #hurricane, #joaquin, #flood).

2.2. Remote-sensing data

The satellite images were downloaded from the United States Geological Survey (USGS)
Hazards Data Distribution System (HDDS), an event-based platform that provides access
to remotely sensed imagery and other geospatial data sets relative to worldwide
disasters. This study is based on data listed in the HDDS under Hurricane Joaquin, the
main cause for the floods. Specifically, for the AOI of Charleston, SC, satellite data from
four different sensors of varying spatial, spectral, and temporal resolution were available
(Table 1). Figure 2 shows a satellite image used in the study along with the 1210 tweets
available. The Twitter messages are also shown in Figure 2 and are grouped in four
specific consecutive phases to illustrate their geographic distribution during the key
phases of the flood progression.

Although the collected remote-sensing data provide a good assessment for the flood
event, their temporal coverage is limited. First, based on Table 1, the highest possible
temporal resolution which can be achieved from satellite data alone is at most one day.
In contrast, social media feeds have a rate which ranges in hours or minutes. In addition,
based on Figure 2, not all of the satellite data have full coverage of the AOI. For instance,
in the case of Landsat 8, the extent of the data has dimensions of 170 km x 183 km.
However, in the case of WorldView-3, the extent size is 66.5km x 112km (5 strips) in
‘mono’ acquisition mode, and 26.6 km x 112 km (2 pairs) in ‘stereo’ mode. The decrease
in resolution is expected because of the trade-off between spatial and spectral resolu-
tions previously discussed.

Table 1. Sensor properties of the collected satellite imagery.

Sensor Spatial (pan)  Spectral  Temporal Acquisition date
Landsat 8 15 m 11 bands 16 days 9 September 2015 12 November 2015 -
EO-1 ALl 10 m 10 bands 16 days 10 October 2015 13 October 2015 -
WorldView-2  0.46 m 8 bands 1.1 days 14 October 2015 -

WorldView-3 031 m 29 bands <1 day 7 October 2015 8 October 2015 14 October 2015
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Figure 2. Spatial extent of the satellite imagery acquired for the Hurricane Joaquin as well as the
Twitter feeds over the study area of Charleston, SC.

Therefore, although satellite data are available for this particular date, the spatial
coverage is not sufficient to assess the entire AOl. The lack of coverage prevents a
complete and seamless flood assessment. In addition, another significant factor that is
preventing a seamless flood monitoring is the cloud coverage present in the image and
that it cannot be avoided with this type of data. For example, the WorldView-3 scene,
which was acquired on 8 October had 56% cloud coverage, which limits the analysis
when the clouds occlude the flooded areas.

3. Methodology
3.1. Case study - AOI

The October 2015 North American storm complex, a high precipitation event, was the
cause of the historic flooding occurred in SC. The heavy rainfall was the result of an
upper atmospheric low-pressure system that funnelled tropical moisture from Hurricane
Joaquin into the State (Musser et al. 2016). During the night between 3 and 4 October,
the Charleston International Airport recorded a 24-hour rainfall of 290 mm, which was
the pick and considered a 500-year event level. The flood event culminated on 4
October, where as an outcome of the over-flooded rivers, many roads, bridges, vehicles,
and homes were washed away. The weather complex in SC was responsible for 19
deaths and a cost of damages estimated at $12 billion (USD). Out of the many counties
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that were affected, Charleston was selected to be the study area due to the fact that
three major rivers run through the city and also is the second biggest city in SC.

3.2. Satellite-based flood detection

Among the various methods for extracting water pixels from satellite imagery, the two
most established are the single-band and the multi-band method, depending on the
number of the bands utilized. In the first category, the water detection is based on
applying a threshold in a single band related to water features. In the second category,
the two main methods are supervised classification based on spectral signatures and
band-ratio based on two multispectral bands. The method that was chosen for this
study was the latter one of which the most well-known index is the normalized
difference water index (NDWI) as was proposed by McFeeters (1996). Specifically, due
to the fact that the NDWI tends to mix extracted water with the surrounding built-up
noise, since is not very robust in suppressing the signal from the built-up land, a
modification of this index was utilized instead. Xu (2006) proposed a modification of
the NDWI which is based on the shortwave infrared (SWIR) radiation instead of the near-
infrared (NIR) one, called modified NDWI (MNDWI) (see also Li et al. 2013). This index is
able to discriminate water from non-water features in higher accuracy and it is very
suitable for built-up environments as in the case of a city such as Charlottesville. The
MNDWI can be expressed as follows:

MNDWI — PcGreen — Pswir )
PGreen T Pswir

The computation of MNDWI was implemented via the statistical package R. Before
generating MNDWI, an essential preprocessing step consists in converting the at-sensor
radiance, which refers to raw quantized calibrated pixel values, to the top-of-atmosphere
(TOA) reflectance. This is necessary because TOA removes artefacts caused by the cosine
effect at different solar zenith angles, solar irradiance arising from spectral band differ-
ences, and variation in the Earth-Sun distance between different acquisition dates
(Chander et al. 2009). The TOA can be expressed as follows:

m L)\ d2
Pr = TEciNy 1 emc g 2)
(ESUN), + cos s

where p, is the TOA reflectance of wavelength A (unitless), d is the Earth-Sun distance
(astronomical units), ESUN, is the mean exoatmospheric solar irradiance (Wm=2um™"),
Js is the solar zenith angle (°), and L, is the spectral radiance at wavelength A at the
sensor’s aperture (Wm™2sr~' um™"). After calculating the reflectance, the computation
of MNDWI is based on the definition of the Green and SWIR bands for each satellite. The
wavelengths used might vary among satellites, since the spectral bands of each satellite
usually cover a slightly different part of the electromagnetic spectrum. The selected
properties of MNDWI for each satellite sensor with respect to the selected bands and
their corresponding wavelengths are summarized in Table 2.
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Table 2. Bands used to compute MNDWI for each satellite sensor.

SWIR Green
Sensor Band A (um) GSD (m) Band A (um) GSD (m)
Landsat 8 SWIR-1 1.57-1.65 30 Green 0.53-0.59 30
EO-1 ALI MS-5 1.55-1.75 30 MS-2 0.52-0.60 30
WorldView-2 NIR-1 0.86-1.04 1.84 Green 0.51-0.58 1.84
WorldView-3 SWIR-2 1.55-1.59 3.70 Green 0.51-0.58 1.24

3.3. Crowdsourced-based flood detection

In the case of flood assessment using crowdsourced data, the goal is primarily to
analyse and visualize the statistical significance of the areas that are more prone to
get flooded. Among the most well-known geostatistical techniques for this purpose,
the hotspot detection found to be the most suitable solution, providing with both
descriptive spatial statistics and complete visual capabilities. There are three major
methods for the detection of hotspots, the Getis-Ord (G;*) statistic, the Kernel
Density Estimation (KDE), and the spatial autocorrelation, global Morans | statistic
(Kuo, Zeng, and Lord 2011). The Getis-Ord G;*-statistic (Ord and Getis 1995), which
results on the identification of the statistically significant spatial clusters for both
high cell values (‘hotspots’) and low cell values (‘cold spots’) in a heat map, was
selected over the other two methodologies. One of the main advantages of the G*
statistic is that enables the user to test the statistical significance of the results
based on the calculation of the z-scores (Burt, Barber, and Rigby 2009). In addition,
it is very useful because it acts as an indicator for local autocorrelation, meaning
that it captures the spatial autocorrelation as it varies locally over the study area
and calculates a statistic for each datapoint (Haining 2003). This is achieved by the
evaluation of the level to which each point is bordered to other point of similarly
high or low values within a specified geographical distance and/or neighbourhood
(Peeters et al. 2015). The G;* statistic can be described by the following equation.

_ Sw;(d)x;

Gi*
I XX

3)

where G/ is the local G-statistic for a point (i) within a distance (d), x; is the attribute
value of each neighbour, and w;; are the spatial weights for the target-neighbour j and j
pair. Concerning the spatial weights, they are the n by n elements (n is the number of
observations) of the spatial weight matrix W.

Based on Equation (3), the assignment of appropriate weights can impact significantly the
result of the hotspot analysis, and therefore, it is critical to define optimal weights based on
the particular characteristics of the phenomenon and study area. In the present study, the
crowdsourced data are generated by users which act as sensors. As in any remote-sensing
technology, the position of the sensor with respect to the AOI is essential. For instance, one
of the fundamental properties of a sensor, the flight altitude, plays significant role in the
spatial resolution. Similarly, it can be argued that in the case of crowdsourcing during a
flood, the feeds from users that are located closer to the river have higher significance.

For the elevation information, the Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER) global digital elevation model (GDEM) version 2 was
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acquired from the USGS EarthExplorer website. The GDEM v2 has resolution of 1 arc-
second (approximately 30 m at the equator) grid and referenced to the 1984 World
Geodetic System (WGS84)/1996 Earth Gravitational Model (EGM96) geoid. The overall
vertical accuracy is of around 17 m and the horizontal spatial resolution in the order of
75 m. Based on the elevation data, the maximum height for the study area was found to
be 28 m. Six weights were created which correspond to six hypsometric zones ever 5 m
each.

In order to visualize the detected hotspots in a heat map, the Kernel Interpolation
with barriers (KIB) was chosen. This interpolation is a variant of a first-order local
polynomial interpolation that improves traditional kernel estimation methods by
accounting for barriers within the study area (Fan and Gijbels 1996). KIB model uses
the shortest distance between points so that points on the sides of the specified
nontransparent (absolute) barrier are connected by a series of straight lines. This is
very critical for applications as the present one where the natural disaster is flooding,
especially with the presence of the river. Since the main interest is the monitoring of the
flood extent, the focus of the geostatistical analysis should be concentrated in the areas
next to the river. For this purpose, the barriers utilized for the KIB interpolation are the
river borders. Specifically, the river extent that was utilized was the one extracted from
Landsat 8 at 9 September 2015. The resulted heat map is using five classes according to
the z-scores thresholds: 90% significant (z-score > 1.64), 95% significant (z-score > 1.96),
99% significant (z-score > 2.57), 99.9% significant (z-score > 3.29), and all the non-
significant cells were grouped in a fifth class.

4. Results
4.1. Flooded area assessment based on remote sensing

The application of MNDWI resulted in the creation of rasters where the brighter pixel
values correspond to flooded water. In order to delineate the flooded areas, as part of
the classification post-processing, the next step was to apply an appropriate threshold in
order to accurately extract only the flooded surfaces. The critical aspect is to maximize
the variance between the water surface and other background features such as vegeta-
tion, soil, etc,, in order to minimize the probability of misclassification. In Figure 3, the
results of computation of MNDWI are illustrated for every satellite image of the data set.
As it can be seen, in the black and white NDWI images, the with pixels (higher values)
resemble water, while the dark pixels (lower values) resemble non-water features.

Figure 4 shows the result of applying the threshold. The values were set across the
interval 0.25-0.31, selecting manually the optimal value for the images per each satellite
sensor. After the delineation of the flooded areas in the MNDWI of all the satellite
imagery, this pixels were converted into polygons (see Figure 4(d)), as needed for the
next part of the analysis.

4.2, Flooded area assessment based on crowdsourcing

In order to monitor the flood progression, the crowdsourced data were divided in four
consecutive phases, allowing this way a spatio-temporal monitoring of the incident,
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Figure 3. Detected water in every satellite image based on the MNDWI. (a) Landsat 8 (9 September
2015), (b) WorldView-3 (7 October 2015), (c) WorldView-3 (8 October 2015) (d) ALI (10 October 2015), ()
ALI (13 October 2015), (f) WorldView-2 (14 October 2015), (g) WorldView-3 (14 October 2015), (h) Landsat
8 (9 September 2015), and (i) common area.

based on the stages of emergency of a natural hazard. Specifically, the four defined
phases were pre-crisis (27-30 September), peak (1-6 October), receding (7-9 October),
and recovery (10-18 October). The following figures (Figures 5-8) are illustrated the
results of the hotspot analysis and the KIB interpolation for each of the event phases.

5. Conclusions

The results of the proposed methodology show that the user-generated data can be
utilized to both bridge the temporal gaps in the satellite-based observations and also
increase the spatial resolution of the flood extents. Results show that by fusing satellite
and crowdsourced data, it is possible to increase the temporal resolutions of the
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Figure 4. (a) WorldView-3 scene, true colour band combination (RGB = 4,3,2), acquisition date: 14
October 2015, (b) MNDWI raster, (c) flood map after applying appropriate threshold, and (d) zoomed
in area of the flood map.

answers, as well as their accuracy. This advantage is highest during the peak period (1
October-10 October 2015), when no satellite data are available. In the case of Twitter
data, the coverage is continuous for the entire period of the natural hazard and
especially during the peak phase when the social media feeds are largest. Despite the
fact that WorldView-3 satellite imagery is available shortly after the peak of the floods,
during the receding phase, the cloud coverage prevents the generation of a precise
flood extent map. Hence, in these cases, crowdsourced data are most critical to comple-
ment the satellite data where coverage gaps are caused by the clouds.

The proposed geostatistical analysis of the tweets shows an indirect flood assess-
ment by providing the probability that specific areas are likely to become flooded.
The results show that users’ contribution is increased during the peak and the
receding phases which are the most critical for the emergency response and mitiga-
tion. This is particularly true if the entire Twitter stream is analysed and not only the
geolocated messages. The subset of tweets used in the analysis only represents a
subset of the stream, namely the geographical location of where they are originated
from. The main problem is that the number of geolocated tweets is only a small
percentage (1-2%) of the total number of messages, and thus, they can skew the
analysis towards specific geographical areas.
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Figure 5. Heat map based on Twitter feeds during the pre-crisis phase crisis (27 September-30
September 2015), illustrating the probability of the surface that is flooded.
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Figure 6. Heat map based on Twitter feeds during the peak phase (1 October-6 October 2015),
illustrating the probability of the surface that is flooded.
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Figure 7. Heat map based on Twitter feeds during the receding phase (7 October—9 October 2015),
illustrating the probability of the surface that is flooded.
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Figure 8. Heat map based on Twitter feeds during the recovery phase (10 October-18 October
2015), illustrating the probability of the surface that is flooded.
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Despite the advantages and promising results show in this article, there are some draw-
backs that need to be considered when fusing these two data sets. In the case of major
hurricanes or other extreme events, mobile communication can be disrupted, thus limiting
the scope of the methodology. It has been shown that in the case of Hurricane Sandy, which
caused massive blackouts, social media use peaked during the event, but almost ceased in
some areas due to the prolonged absence of power and network connections.

An additional consideration is that tweets might be uploaded by some users at a later
time, thus decreasing the temporal resolution of the data. While this is true, the shear
volume of the data is expected to continue providing a good coverage, despite the
asynchronous availability of a portion of the data. The literacy and propensity to the use
of technology in the population can also influence the timely availability of data. Some
studies showed that there is a high correlation between socio-economic status and
activity on social media.
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